
ELECTIVE IV 
 

Deep Learning 
UNIT 1: Machine Learning Basics:  

Learning, Under-fitting, Overfitting, Estimators, Bias, Variance, Maximum Likelihood Estimation, 

Bayesian Statistics, Supervised Learning, Unsupervised Learning and Stochastic Gradient Decent.  

 

UNIT 2: Deep Feedforward Network: 

 Feed-forward Networks, Gradient-based Learning, Hidden Units, Architecture Design, Computational 

Graphs, Back-Propagation, Regularization, Parameter Penalties, Data Augmentation, Multi-task 

Learning, Bagging, Dropout and Adversarial Training and Optimization.  

 

UNIT 3: Convolution Networks: 

Convolution Operation, Pooling, Basic Convolution Function, Convolution Algorithm, Unsupervised 

Features and Neuroscientific for convolution Network. [6hrs] (CO 3) UNIT 4: Sequence Modelling: 

Recurrent Neural Networks (RNNs), Bidirectional RNNs, Encoder- Decoder Sequence-to-Sequence 

Architectures, Deep Recurrent Network, Recursive Neural Networks and Echo State networks.  

 

UNIT 5: Deep Generative Models:  

Boltzmann Machines, Restricted Boltzmann Machines, Deep Belief Networks, Deep Boltzmann 

Machines, Sigmoid Belief Networks, Directed Generative Net, Drawing Samples from Auto –

encoders.  


